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Abstract—Network reconfiguration (NR) is a highly com-
plex combinatorial problem with discrete and nonlinear
characteristics. With the expansion of the distribution net-
work (DN), solving the NR problem faces the challenge of
high dimensions. In this article, we propose a structural
decomposition approach (SDA), where the NR problem is
suitably allocated to three processes: partition, reconfig-
uration of equivalent networks, and merging. According
to the loop in the original DN, the loop-oriented network
partition model is proposed to divide the original DN into
multiple equivalent networks, including a loop region and
a compressed region. The reconfiguration model is built
for the equivalent networks, and the solutions for the loop
region and compressed region can be obtained. Then the
merging model with the correction method is proposed to
merge all reconfiguration solutions of equivalent networks,
deal with the inconsistent solutions of different equivalent
networks, and obtain the optimal reconfiguration solution
of the original DN. Numerical case studies were conducted
on the IEEE 33-bus and 119-bus DNs. Compared with other
heuristic algorithms for solving NR problem, SDA reduces
computation time by 70% while ensuring the optimality of
NR strategies. These results demonstrate the effectiveness
and exceptional performance of the proposed method.

Index Terms—Distribution network reconfiguration (NR),
loop-oriented network partition, merging, parallel imple-
mentation, structural decomposition.

NOMENCLATURE

Abbreviations
DA Dragonfly algorithm.
DN Distribution network.
DSO Distributed system operator.
FTU Feeder terminal unit.
GA Genetic algorithm.
HSA Harmony search algorithm.
IBE Iterative branch exchange.
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MILP Mixed integer linear programming.
MINLP Mixed integer nonlinear programming.
NR Network reconfiguration.
PGA Parallel genetic algorithm.
PSO Particle swarm optimization.
SDA Structural decomposition approach.
SOE Switch opening and exchange.
SOCP Second-order cone programming.

Parameters
β′, η′ Start and end bus of compressed branch β′ → η′.
βξ Bus in the original DN.
Bϕ Set of sectionalizing switches in loop lm.
B

′
ϕ Set of open sectionalizing switches for loop lm

in compressed loop solutions sy,m, y �= m.
bm, tm Sectionalizing switch and tie switch in loop lm.
di Bus degree for bus i.
Em mth equivalent network.
lm, l

′
m mth loop in the original and equivalent network.

M Number of loops in the DN structure.
N Number of buses in the DN structure.
NSub Set of substation buses.
Pc_max Upper limit of transferred power by power line.
Pc_min Lower limit of transferred power by power line.
PN , QN Active and reactive power of bus N.
Ri→j , Xi→j Resistance and reactance of branch i → j.
R′

i→j X
′
i→j Resistance, reactance of compressed branch

i’ → j’.
rm Loop region of equivalent network Em.
r-m Compressed region of equivalent network Em.
Umin, Umax Lower and upper limit of bus voltage.
Ψ1,Ψ2 Number of elements in set Bϕ, B

′
ϕ.

Variables
αij Binary variable indicating whether bus j is the

parent of bus i.
kij State of the switch on branch i → j.
k

′
ij State of the switch on compressed branch.

KS ,K
′
S Vectors of kij and k

′
ij .

Pfj , Qfj Active, reactive power flowing out of bus j.
P ′

fj , Q
′
fj Active, reactive power flowing out of com-

pressed bus.
Pij Transferred power by branch i → j.
Ploss_1→N Active power loss of branch 1 → N .
Qloss_j→(j+1) Reactive power loss of branch j → (j + 1).
S Solution matrix of all equivalent networks.
SEm

Reconfiguration solution of equivalent network
Em.

sm,m Reconfiguration solution of loop region rm.
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sm,m−1 Reconfiguration solution of compressed loop
l′m−1.

SN ,S′
N Feasible solution close to the optimal solution

of DN.
Uj Voltage of bus j.
Θ Optimal reconfiguration solution of DN.

I. INTRODUCTION

W ITH the advancement of electric and electronic technol-
ogy, the integration of renewable energy sources into

distribution networks (DNs) is on the rise. Renewable energy
sources bring significant uncertainty [1], [2], [3], [4]. Addition-
ally, the power flow in DN fluctuates with variable nodal power
[5]. Consequently, maintaining DN operating in optimal condi-
tion with minimum power losses presents a considerable chal-
lenge. Network reconfiguration (NR), which optimizes power
flow by changing the open/close state of switches, is an effective
method for maintaining the DN in optimal condition, especially
with the help of high-speed switching devices [6], [7]. However,
solving the NR problem is difficult due to its mixed-integer and
nonlinear characteristics.

For solving the NR problem, various methods are proposed
by researchers. These solving methods can be mainly divided
into four categories, as shown in Table I: (1) mathematical
optimization techniques, (2) heuristic algorithms, (3) machine
learning-based approaches, and (4) parallel computing-based
methods. Mathematical optimization techniques reduce the dif-
ficulty of solving the NR problem by relaxing the original model.
For example, the NR problem is formulated as a second-order
cone programming (SOCP) in [8] and as a mixed-integer conic
programming in [9]. To consider the impact of NR, active ele-
ments, and demand response in a day-ahead scheduling scheme,
Vemalaiah et al. [10] build a mixed-integer SOCP and apply
Benders decomposition to solve it. Damgacioglu and Celik [11]
use a linearized AC power flow model and relax constraints
through the second-order cone model. Additionally, the original
NR problem can be simplified by relaxing the power flow model
into mixed integer linear programming (MILP) [12], [13] and
by relaxing the spanning tree constraints through the disjunctive
convex hull approach [14]. However, these relaxations may alter
the actual values of the power flow, and the calculation time still
increases with the scale of the DN.

Various heuristic algorithms are also used to address the NR
problem. Harsh and Das [15] propose a two-stage heuristic
approach, which includes a sequential switch opening stage and
a branch-exchanging stage. A novel iterative branch exchange
(IBE) method is proposed to solve the NR problem, combin-
ing the traditional branch exchange approach with evolution-
ary metaheuristic concepts and cluster analysis [16]. Harmony
search algorithm (HSA), particle swarm optimization (PSO),
switch opening and exchange (SOE) method, dragonfly algo-
rithm (DA), and genetic algorithm (GA) have been applied
to obtain the optimal NR strategy [17], [18], [19], [20], [21].
Additionally, a hybrid GA combined with K-nearest neighbors
is proposed to solve the NR problem, aiming to minimize power
losses, achieve load balancing, and minimize the number of
switches [22]. Kim et al. [23] present an encoding and decoding
algorithm to simplify the DN and apply GA to solve the NR
problem for the simplified DN. However, these heuristic algo-
rithms are time-consuming and can suffer from accuracy loss,
as they stochastically generate numerous potential solutions and
may overlook the optimal one.

With the popularity of machine learning, several machine
learning-based approaches have been developed to solve NR
problems. For example, a hybrid data-driven and model-based
NR framework is proposed, applying a long short-term memory
network to train the mapping mechanism between load distribu-
tion and NR strategies [7]. Huang and Zhao [24] integrate the
convolutional neural network into the successive branch reduc-
tion algorithm for the stochastic NR model, aiming to minimize
power losses and enhance voltage stability. Additionally, deep
reinforcement learning-based methods are also applied to solve
the NR problem. To minimize the cost of power loss and other
operation costs, a cloud-edge collaboration framework based
on multiagent deep reinforcement learning [25], a two-stage
multiagent deep reinforcement learning method [26], and a
bigraph neural network modeling-based deep reinforcement
learning framework [27] is proposed to solve this problem,
respectively. To consider the uncertainty of generation and load
in the NR problem, a deep reinforcement learning algorithm with
an actor-critic method is developed in [28]. However, machine
learning-based approaches depend on extensive databases and
involve a time-consuming training process. Deep reinforce-
ment learning-based methods have higher requirements on com-
putation resources and suffer from stability and convergence
issues.

These methods discussed earlier are centralized optimization
methods. As the scale of the DN expands, centralized opti-
mization methods require more computing resources and longer
computation time to solve the NR problem. To address these
challenges, the NR problem needs to be developed in a dis-
tributed manner. The development of computational resources
enables computing tasks to be allocated into many subtasks and
implemented in parallel [30]. Parallel computing introduces a
new approach to effective NR. For instance, Zhang et al. [29]
propose a parallel GA (PGA) to obtain an optimal NR strategy
with minimum power losses. However, this approach primarily
focuses on the parallel computation of heuristic-solving algo-
rithms by allocating subpopulations across different processors.
It does not reduce the inherent complexity of the NR problem.

Indeed, the NR problem is a high-dimensional combinatorial
optimization problem characterized by numerous variables and
nonlinear, discrete features. Consequently, its complexity will
increase exponentially with the expansion of the DN. Addition-
ally, as branches are interconnected and the branch power flow
is affected by nodal load, the coupled DN is challenging to be
divided into several parts for decentralized solving NR [31].
To address these challenges, this article proposes a structural
decomposition approach (SDA), which reduces the dimension-
ality of the NR problem and supports parallel implementation.
The contributions are summarized as follows.

1) An SDA, including loop-oriented network partition, re-
configuration of equivalent networks, and a merging pro-
cess, is proposed, whose architecture is shown in Fig. 1.
It enables the efficient and rapid determination of the
optimal NR solution.

2) The loop-oriented network partition model is proposed
to decompose the original DN into multiple smaller-scale
equivalent networks. Each equivalent network comprises
a loop region and a compressed region, with the
electrical parameters of the compressed region derived
theoretically. The approach transforms a high-
dimensional NR problem of the original DN into
multiple low-dimensional NR problems in equivalent

Authorized licensed use limited to: Columbia University Libraries. Downloaded on August 09,2025 at 01:55:33 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: STRUCTURAL DECOMPOSITION APPROACH FOR DISTRIBUTION NETWORK RECONFIGURATION 5117

TABLE I
SUMMARY OF REFERENCES

networks. These low-dimensional NR problems are
independent and can be solved in parallel.

3) The merging model with a correction method is proposed
to obtain the optimal NR solution of the original DN.
Merging all reconfiguration solutions obtained from solv-
ing the NR model of equivalent networks can quickly
get a feasible solution close to the optimal reconfig-
uration solution of the original DN. According to the
feasible reconfiguration solution, the correction method
addresses the potential inconsistency among these recon-
figuration solutions of equivalent networks, which guar-
antees the optimality of the NR solution of the original
DN.

II. MATHEMATICAL MODELING

A. Basic Definition

Based on the graph theory, we give the following definitions.
Definition 1 (Bus): In DN, the point at which the load is

connected is called a bus, and the ith bus is represented as bus i.
Definition 2 (Branch): The element connecting any two

adjacent buses i and j is a branch and is represented as branch
i → j. Besides, there is an operable switch on any branch i → j,
which is either a sectionalizing switch or a tie switch.

Definition 3 (Loop): A loop lm is a structure that joins
one bus to itself through multiple branches with sectionalizing
switches and a branch with a tie switch, e.g., loop l1, l2, and l3 in
Fig. 2(a).
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Fig. 1. Architecture of the SDA.

Fig. 2. Structure of DN and equivalent network. (a) Original DN.
(b) Equivalent network E2.

The states of all switches can be dynamically changed based
on nodal load during the NR process. To operate in a radial
structure, one of the switches in a loop should be open.

Definition 4 (DN structure): The DN structure N is a graph
consisting of multiple buses and their associated branches.

Definition 5 (Bus degree): The bus degree di for bus i is
defined as the number of branches incident on bus i.

Definition 6 (Equivalent network): The equivalent network
Em consists of a loop region rm and a compressed region r-m,
which can be represented as follows:

Em
Δ
= (rm, r−m) , ∀m ∈ M. (1)

Loop lm in the original DN is the loop region rm in the
equivalent network Em. Excluding loop lm, all loops ly, y �= m
with compressed branches form the compressed region r-m.
Thus, the loop region rm and the compressed region r-m can
be defined as follows:

rm
Δ
= l′m (2)

r−m
Δ
=

(
l′1, . . . , l

′
m−1, l

′
m+1, . . . , l

′
M

)
. (3)

It is noted there is only one loop l′m in the loop region rm, and
l′m = lm. There are M-1 compressed loops in the compressed
region r-m, which are obtained by compressing the original
loops.

Definition 7 (Loop solution): In the equivalent network Em,
the reconfiguration solution of the loop region rm is defined as
the loop solution sm,m, which is opening a specific switch in
the loop region rm, i.e., a specific switch in the original DN.

Definition 8 (Compressed loop solution): In the equivalent
network Em, the reconfiguration solution of the compressed
loop l′1, . . . , l

′
m−1, l′m+1, . . . , l

′
M is defined as the compressed

loop solutionsm,1, . . . , sm,m−1, sm,m+1, . . . , sm,M . The com-
pressed loop solution sm,m−1 is opening one switch on branches
in the compressed loop l′m−1. Since one compressed branch in
the compressed loop l′m−1 may correspond to several branches
in the original DN, the compressed loop solution is a switch set.

Definition 9 (Reconfiguration solution of equivalent network):
The reconfiguration solution SEm

of equivalent network Em

consists of a loop solution sm,m and multiple compressed loop
solutions sm,1, . . . , sm,m−1, sm,m+1, . . . , sm,M , i.e., (4).

SEm

Δ
= (sm,1, . . . , sm,m−1, sm,m, sm,m+1, . . . , sm,M ) . (4)

Definition 10 (Optimal reconfiguration solution of original
DN): The optimal reconfiguration solution Θ of the original
DN is the solution with minimum power loss, which is obtained
based on multiple reconfiguration solutions of equivalent net-
works.

One of the equivalent networks of DN is shown in Fig. 2(b).
According to Definition 6, the loop region r2 is the loop l2,
and the compressed region r-2 is composed of the compressed
loop l′1 and l′3. Additionally, the equivalent network’s branches
in red are compressed branches. The loop solution s2,2 in the
equivalent network E2 is opening the specific switch on one of
the branches 2’ → 3’, 3’ → 4’, 4’ → 5’, 2’ → 8’, 5’ → 9’ or
8’ → 9’ based on Definition 7. Similarly, the compressed loop
solution s2,3 of the compressed loop l′3 is opening the switch on
one of the branches 5’ → 6’, 6’ → 7’, 5’ → 9’, 9’ → 10’, or
7’ → 10’ based on Definition 8. If the compressed loop solution
is opening the switch on compressed branch 5’ → 6’ or 9’ →
10’, the compressed loop solution is a switch set, which includes
switch on branches 5 → 6, 6 → 7, 7 → 8, 8 → 9, or branches
12 → 13, 13 → 14, respectively. According to Definition 9, the

reconfiguration solution of the equivalent network E2 is SE2

Δ
=

(s2,1, s2,2, s2,3).

B. NR Problem Formulation

The objective function of the NR problem is minimizing
power losses of the DN while satisfying network operational
constraints. The reconfiguration model is expressed as follows
[17]:

min f (KS , Uj) =
∑

i,j∈rm
kijRi→j

P 2
fj +Q2

fj

U 2
j

(5)

s.t. Pc_min ≤ Pij ≤ Pc_max (6)

Umin ≤ Uj ≤ Umax (7)

Pfj = Pf(j+1) + Pj + Ploss_j→(j+1) (8)

Qfj = Qf(j+1) +Qj +Qloss_j→(j+1) (9)∑
i,j∈N

kij = N − 1 (10)

αij + αji = kij (11)
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Fig. 3. Loop-oriented network partition process. (a) Original DN. (b) Equivalent network E1. (c) Equivalent network E2. (d) Equivalent network E3.

∑
j/∈NSub

αij = 1 (12)

∑
j∈NSub

αij = 0 (13)

where (6) and (7) are the constraints of the power line transmis-
sion capacity and bus voltage. Equations (8) and (9) show the
relationship between the bus power and the power flowing out of
the bus. Equations (10)–(13) are the radial structure constraints
[32].

III. STRUCTURAL DECOMPOSITION APPROACH

Solving the NR problem is described as three processes in
the proposed SDA: loop-oriented network partition, solving the
NR problem of equivalent networks, and merging, as shown in
Fig. 1.

A. Loop-Oriented Network Partition

According to the bus degree, all the buses in Fig. 3(a) can be
classified into three categories: bus i with degree of 1 ( di = 1),
bus j with degree of 2 ( dj = 2), and bus r with degree greater
than 2 (dr > 2). The bus i ( di = 1) can be regarded as a load of
the bus to which it is directly connected (e.g., bus N+1 is regarded
as a load of bus 1). Under the scenario with all tie switches open,
there are sequentially connected buses with a degree of 2 (e.g.,
buses 15, 16, …, N-1 in the loop l1). The load of buses 15, 16,
…, N-1, and next bus N can be accumulated on one bus, which
is the compressed bus. The compressed branch is also obtained
based on the corresponding branches. The bus r (dr > 2) always
serves as the end bus of these compressible buses.

Therefore, the loop-oriented network partition model is pro-
posed to solve the problem of loops being coupled in the DN.
Its principle is that the equivalent network Em is obtained by
leaving branches in the loop lm uncompressed (forming loop
region lm) and compressing branches in other loops ly, y �= m
(forming compressed region r-m). Keep branches in each loop
uncompressed separately until getting M equivalent networks of
original DN with M loops. Additionally, compress sequentially
connected bus i ( di = 2) and the adjacent bus j (dj �= 2) into one

bus, and corresponding switches are compressed to one switch,
which can be expressed as (14). Moreover, if branch i → j is
contained in both loop lm and loop ly, y �= m, branch i → j is
not compressed. The result of loop-oriented network partition
is expressed as (15). The degree of buses β2, β3, . . . , βξ−1 is 2,
and the degree of buses β1 and βξ is not 2.

branch β′ → η′

Δ
= branches (β1 → β2, β2 → β3, . . . , βξ−1 → βξ) (14)

N
Δ
= (E1,E2, . . . ,EM ) . (15)

In Fig. 3, 3 equivalent networks are obtained from the original
DN based on the loop-oriented network partition model. Taking
equivalent network E2 (loop l2 as the loop region r2) as an
example, buses 6, 7, 8, 9; 15, 16, …, N-1, N; and 13, 14 in
Fig. 3(a) are compressed to bus 6’, 11’, and 10’, respectively, in
Fig. 3(c). Branches 5’ → 6’, 1’ → 11’ in loop l1, and branch
9’ → 10’ in loop l3 are compressed branches after partition,
which are the red part in Fig. 3(c). Loops l1 and l3 form the
compressed region r-2. Note that branches 2 → 3, 3 → 4, and
4 → 5 are in both the compressed region r-2 and the loop region
r2.

To identify the equivalent network with a compressed region
r-m, the electrical parameters (i.e., resistance, reactance, reactive
power, and active power) should be obtained from the loop-
oriented network partition model. Consider the branch 1 → N
in Fig. 3(a) as an example to illustrate the partition model. The
resistance and reactance of the equivalence branch 1 → 11’ in
Fig. 3(c) should satisfy the following equations:

R′
1→11′ = R1→15 +R15→16 + . . .+R(N−1)→N (16)

X ′
1→11′ = X1→15 +X15→16 + . . .+X(N−1)→N . (17)

For bus 1, the load of buses 15, 16, …, N-1, N should be
equivalent to the load of bus 11’. The equivalent load of bus 11’ is
not a simple sum of the load of buses 15, 16, …, N-1, N, because
there is power loss in branches. The power equivalence process
aims to provide the same power losses when the power goes
through branches 1 → N and 1 → 11’, whereas the equivalent
load of bus 11’ is obtained from buses 15, 16, …, N-1, N. Under
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the constant bus voltage, the power losses of branches 1 → N
and 1 → 11’ are calculated as follows [7]:

Ploss_1→N =
(P15 + P16 + . . .+ PN )2

U 2
15

R1→15

+
(P16 + . . .+ PN )2

U 2
16

R15→16

+ . . .+
PN

2

U 2
N

R(N−1)→N (18)

Ploss_1→11′ =
R′

1−11′

U 2
11′

P
′2
11′ . (19)

where Ploss_1→N and Ploss_1→11′ are the same in the value, P ′
11′

is the active power of bus 11’.
Note that the calculation of power loss ignores the influence

of reactive power and the downstream active power because
the reactive power and power loss of a single branch are small.
Based on (16), (18), and (19), the calculation method of P ′

11′ is
shown as (20) [7]. Similarly, the reactive power Q′

11′ of bus 11’
is calculated by (21) [7]. It can be concluded that the electrical
parameters of the compressed branches are determined only by
the corresponding original branches’ impedance and nodal load.
The loop-oriented network partition model remains the com-
pressed region r-m unchanged when the structure of loop region
rm changes, which can avoid dynamic network equivalence and
reduce the complexity and time of network equivalence.

P ′
11′ =

√√√√√√√√√

(P15+P16+...+PN )2R1→15

(R1→15+R15→16+...+R(N−1)→N)

+ (P16+...+PN )2R15→16

(R1→15+R15→16+...+R(N−1)→N)

+ . . .+
PN

2R(N−1)→N

(R1→15+R15→16+...+R(N−1)→N)

(20)

Q′
11′ =

√√√√√√√√√

(Q15+Q16+...+QN )2X1→15

(X1→15+X15→16+...+X(N−1)→N)

+ (Q16+...+QN )2X15→16

(X1→15+X15→16+...+X(N−1)→N)

+ . . .+
QN

2X(N−1)→N

(X1→15+X15→16+...+X(N−1)→N)

. (21)

B. Reconfiguration Model of the Equivalent Network

According to the reconfiguration model (5)–(13), the recon-
figuration model of the equivalent network Em obtained by the
loop-oriented network partition is expressed as follows:

min f
(
KS ,K

′
S , Uj

)
=

∑
i,j∈rm

kijRi→j

P 2
fj +Q2

fj

U 2
j

+
∑

ij∈r−m

k′ijRi→j
′P

′
fj

2 +Q′2
fj

U 2
j

(22)

s.t. (6)–(13). (23)

The reconfiguration solution SEm
of the equivalent network

can be obtained by the branch-exchange method. The method
can find the loop solution and compressed loop solutions by
constantly exchanging the switches’ states. Its solving process
involves selecting the exchanged switches, calculating the corre-
sponding power loss after exchanging selected switches’ states,

Fig. 4. Composition of reconfiguration solutions of equivalent net-
works.

and determining whether the switches’ states should be retained
based on the power losses. During the exchange process, two
conditions can result in the reduction of DN’s power loss [33]:
(1) there is a significant voltage difference on the branch with a
tie switch, (2) the opened sectionalizing switch is on the lower
voltage side of the branch with the tie switch.

C. Merging Model

The reconfiguration solution SEm
of equivalent network Em

is obtained by solving the reconfiguration model. Since each
equivalent network contains the information of the original DN
and maintains the structure of the original DN, the solution of
each equivalent network contains the information of the optimal
solution of the original DN. Therefore, merging all reconfigura-
tion solutions SEm

of equivalent networks Em can quickly get
the optimal reconfiguration solution Θ of the original DN.

According to Definitions 7–9, the solution of the equivalent
network includes one specific switch and multiple switch sets of
original DN. The composition of their reconfiguration solutions
is shown in Fig. 4. Each row in Fig. 4 represents the solution
of one equivalent network. There are M solutions for the loop
lm in M equivalent networks, i.e., one specific switch (loop
solution sm,m) and M-1 switch sets (compressed loop solution
sm,y, y �= m). Since the loop lm is not compressed in the equiv-
alent network Em, the loop solution sm,m is obtained. However,
the loop lm is compressed in the equivalent networkEy, y �= m,
thus the compressed loop solution sm,y, y �= m is obtained.
Moreover, the original DN that generates M equivalent networks
is the same one and there is only one optimal solution for one
loop, thus, solutions of the loop lm obtained from different equiv-
alent networks should be the same. That is, multiple compressed
loop solutions s1,m, . . . , sm−1,m, sm+1,m, . . . , sM,m are the
same, i.e., (24). Besides, the loop solution sm,m is the subset of
the compressed loop solutions sm,y, y �= m, shown as (25).

s1,m = . . . = sm−1,m = sm+1,m = . . . = sM,m (24)

sm,m ⊆ sy,m, y �= m. (25)

Take equivalent networks in Fig. 3 as examples. If the loop
solution s2,2 of loop l2 in equivalent network E2 [Fig. 3(c)]
is opening one switch on branches 2’ → 3’, 3’ → 4’, or 4’ →
5’, the compressed loop solution s1,2 of loop l2 in equivalent
network E1 [Fig. 3(b)] should be opening the switch on the same
branch, the compressed loop solutions3,2 of loop l2 in equivalent
network E3 [Fig. 3(d)] should be opening the switch on branch
2’ → 3’. The reason for s1,2 = s2,2 ⊂ s3,2 is that branches 2 →
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3, 3 → 4, and 4 → 5 are not compressed in equivalent network
E1 but compressed in equivalent network E3.

However, the method of compressing branches is dependent
on the bus degree. If none of the buses in the DN have bus
degree greater than 2, the method of compressing branches is
fully valid. If one bus degree is greater than 2, the method
of compressing branches will result in some deviation in the
power losses. The reason is that the power losses of the DN are
affected by all branches’ impedance and all nodal loads. The
little deviation of power losses would result in the inconsistency
of solutions for one loop obtained from different equivalent
networks. Therefore, a merging model with correction method
is proposed to quickly obtain the optimal solution of the original
DN. The details of implementation are as follows.

Step 1: Merge NR solutions of equivalent networks

NR solutions of equivalent networks are merged to get a
solution matrix and a feasible solution close to the optimal
reconfiguration solution Θ of the original DN, which is shown
in (26) and (27). The row vector in the solution matrix is the
NR solution of the corresponding equivalent network, and the
column vector is the solutions for one loop in different equivalent
networks.

Step 2: Evaluate consistency of solutions

For one loop lm, if compressed loop solutions sy,m, y �= m,
and the loop solution sm,m satisfy (24) and (25), the loop solu-
tion sm,m might be the optimal solution. It is noted that satisfying
(24) and (25) cannot ensure the loop solution is optimal one due
to the small deviation caused by the compression. Therefore,
the following correction method is needed. If (24) and (25) are
not satisfied by compressed loop solutions sy,m, y �= m and the
loop solution sm,m, the corresponding corrections also need to
be performed.

S
Δ
=

⎛
⎜⎜⎜⎜⎜⎝

SE1

...
SEm

...
SEM

⎞
⎟⎟⎟⎟⎟⎠

Δ
=

⎛
⎜⎜⎜⎜⎜⎝

s1,1 . . . s1,m . . . s1,M
...

...
...

sm,1 . . . sm,m sm,M

...
... . . .

...
sM,1 . . . sM,m . . . sM,M

⎞
⎟⎟⎟⎟⎟⎠
(26)

SN
Δ
= (s1,1, . . . , sm,m, . . . , sM,M ) . (27)

Step 3: Perform the correction method

1) Preliminary Correction of the Loop Solution: The princi-
ple of the preliminary correction is to find an improved solution
among feasible ones, which are determined by the NR solution
SEm

of the equivalent network. The process for generating
feasible solutions based on the NR solution SEm

is illustrated
in the following. Each NR solution of the equivalent network is
further optimized through this preliminary correction.

The NR solution is the set of open switches in all loops. Ac-
cording to the loop solution and the compressed loop solutions
within the NR solution SEm

of the equivalent network, the set
of feasible open switches for each loop is identified. All feasible
solutions based on the equivalent network Em are then derived
by combining these sets.

a) Determine the feasible open switches for loop lm:
The set of feasible open switches (i.e., ZSm) for loop lm is

determined based on the following equation:

ZSm
Δ
=

⎧⎪⎨
⎪⎩
(Bϕ, tm) , ϕ ∈ Ψ1, if flag = 0 and sm,m = tm
B

′
ϕ, ϕ ∈ Ψ2, if flag = 0 and sm,m �= tm

(b1,m, tm) , if flag = 1 and sm,m = tm
(b2,m, tm) , if flag = 1 and sm,m �= tm

(28)
where the value of flag indicates if the loop solution sm,m and
compressed loop solutions sy,m, y �= m for loop lm satisfy (24)
and (25). If so, flag = 1, otherwise, flag = 0. tm is the tie switch
in loop lm, sm,m = tm means the loop solution is opening the
tie switch, otherwise, opening a sectionalizing switch. b1,m is
the sectionalizing switch being on the lower voltage side of the
branch with tie switch tm. b2,m is the open sectionalizing switch
in the loop solution sm,m.

b) Determine the feasible open switches for loops
ly, y �= m: The set of feasible open switches (i.e.,ZSy) for loop
ly, y�=m is determined based on the following equation:

ZSy
Δ
=

{
(b1,y, ty) , if sm,y = ty
(b2,y, ty) , if sm,y �= ty

, ∀y ∈ M,y �= m (29)

where sm,y = tyindicates the compressed loop solution is open-
ing the tie switch in loop ly, otherwise, opening a sectionaliz-
ing switch in loop ly. b1,y is the sectionalizing switch being
on the lower voltage side of the branch with tie switch ty.
b2,y is the sectionalizing switch closest to the bus with the
lowest voltage among all switches in the compressed loop
solution sm,y .

The feasible solutions Zm are obtained by combining these
sets of each loop. Then, the solution with the minimum power
losses is selected as the improved NR solution, which is closer
to the optimal reconfiguration solution Θ than the solution SN .
g(Zm) indicates the vectors of switch states.

Zm
Δ
= {(zm, zy) |zm ∈ ZSm, zy ∈ ZSy,

y ∈ M,y �= m}, ∀m ∈ M (30)

S′
N = argmin (f (g(Zm), Uj

∗)) . (31)

2) Final Correction to Get the Solution for the Origi-
nal Network: After performing the preliminary correction,
M improved solutions S′

N are obtained. Among them, the
NR solution Z1 with the smallest power losses is se-
lected. Additionally, the loop solution sm,m is selected from
these improved solutions to compose a new NR solution
Z2. New feasible solutions Z ′

m are obtained by combin-
ing Z1 and Z2. Finally, the solution with the minimum
power losses is the optimal NR solution for the original
network.

Z ′
m

Δ
= {zm|zm ∈ Z1or zm ∈ Z2,m ∈ M} (32)

Θ = argmin (f (g (Z ′
m) , Uj

∗)) . (33)

D. Overall Solution Process

According to the above mentioned models, the detailed so-
lution process of the proposed SDA is expressed as shown in
Algorithm 1.

IV. CASE STUDY

The IEEE 33-bus [34] and 119-bus [35] DN are used to verify
the performance of the proposed method.
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Algorithm 1: Overall Solution Process.
1. Input the initial electrical parameters Ri−j , Xi−j , Pj ,

and Qj of the DN, the number of switches in loop lm
(nm), and the number of loops (M).

2. Perform the loop-oriented network partition to obtain
multiple equivalent networks Em, and calculate the
electrical parameters R′

i−j , X ′
i−j , P ′

j and Q′
j of each

equivalent network based on (16), (17), (20), and (21).
3. Solve the reconfiguration problem parallelly based on

the obtained equivalent networks Em.
For each equivalent network Em:

Calculate the initial power losses Ploss,0 based on the bus
power.

Optimize the equivalent network structure based on the
branch-exchange method.

For m = 1 to M
Determine the high/low voltage side of the branch with
the tie switch, then select the sectionalizing switch to
close.

For h = 1 to nm

Open the selected sectionalizing switch in branch h.
If (6)–(13) are true

Calculate the power losses Ploss,h based on (22).
If Ploss,h < Ploss,h−1

Close this sectionalizing switch in branch h and
select the next sectionalizing switch in the same
direction.

Else
Keep the state of the selected switches in the
original states.

Break
End If

Else
Break

End If
End For h

End For m
4. According to (26), merge the reconfiguration solutions
SEm

of all equivalent networks Em.
Then, evaluate the consistency of solutions.
Next, correct the solution based on (28)–(33).

For each NR solution SEm
of the equivalent network:

Get the feasible open switches set ZSm for loop lm
based on (28)

Get the feasible open switches set ZSy for loops ly, y
�= m based on (29)

Combine ZSm and ZSy to get feasible solutions
based on (30)

Select the improved NR solution S
′
N with the

minimum power losses among feasible solutions
based on (31)

Until m = M, M improved solutions are obtained.
Select the NR solution Z1 with the smallest power
losses from these improved solutions

Extract the loop solution from these improved solutions
to compose a new NR solution Z2

Combine Z1and Z2 to get new feasible solutions based
on (32)

Finally, select the NR solution with the minimum
power losses among new feasible solutions based on
(33). This solution is the optimal NR solution Θ of the
original DN.

Fig. 5. IEEE 33-bus DN and equivalent network with original loop
region l2. (a) IEEE 33-bus DN. (b) 18-bus network.

TABLE II
RECONFIGURATION SOLUTION OF EQUIVALENT NETWORK

A. Case I: IEEE 33-Bus DN

1) Results of Loop-Oriented Network Partition: The IEEE
33-bus DN, shown in Fig. 5(a), has 5 loops and 37 branches,
which include 32 sectionalizing switches and 5 tie switches.
According to the loop-oriented network partition, 5 different
equivalent networks are obtained. Fig. 5(b) shows the equivalent
network E2 with the loop region r2. According to the loop-
oriented network partition model, branch 5’ → 6’ belongs to
both loop region r2 and compressed region r-2, which should
be uncompressed. Comparing Fig. 5(a) and (b), it is clear
that branch 1’ → 13’ is the compressed branch of branches
1 → 18, 18 → 19, 19 → 20, and bus 13’ is the compressed bus
of buses 18, 19, and 20. In addition, based on (16), (17), (20), and
(21), the impedance of branch 1’ → 13’ is 2.07 + 2.0i and the
complex power of compressed bus 13’ is 175.5 + 76.7i kVA.
The DN structure is simplified by the loop-oriented network
partition, while the information and parameters of buses and
branches as well as the network structure are retained in the
equivalent network. Therefore, the solution space of the NR
problem and computation time of NR solving time are reduced.

2) Results of Reconfiguration and Merging: The reconfigu-
ration solutions of equivalent networks are obtained by parallel
performing the branch-exchange processes, which are shown in
Table II. The switch set is the compressed loop solution, and
only one switch in the switch set is opened to satisfy the radial
operation requirement of the DN.

From Table II, it is evident that there is one switch opening
in the loop region rm, i.e., loop solution sm,m, and a switch set
in the compressed region r-m, i.e., compressed loop solution
sm,y, y �= m. The loop solutions of equivalent networks are
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Fig. 6. NR results of the IEEE 33-bus DN obtained by different meth-
ods.

on the diagonal of Table II. Take equivalent network E5 as
an example. The opened switch on branch 27 → 28 of loop
region r5 is a specific opened switch, but there are multiple
switches on the compressed region r-5. For loop l3 of equivalent
network E3, the loop solution s3,3 is opening the switch on the
branch 10 → 11, which is the subset of the compressed loop
solutions1,3 with opening one switch on one of the branches 8 →
9, 9 → 10, and 10 → 11 of equivalent network E1. For loop l3
of equivalent network E2, however, branches 8 → 9, 9 → 10,
and 10 → 11 are not compressed and the opened switch is on
branch 9 → 10, which is not the same as the loop solution s3,3.
The inconsistency is the result of the small deviation resulting
from the loop-oriented network partition. Then, the correction
method is performed to correct this inconsistency.

Based on the NR solutions of equivalent networks and the
merging model, the optimal reconfiguration solution of the
original DN is obtained, which is opening switches on branches
6 → 7, 8 → 9, 13 → 14, 24 → 28, and 31 → 32. The mini-
mum power losses are 139.55 kW, representing a 31% reduction
compared to the power losses without optimization (i.e., when
all tie switches are open). This reduction occurs because the NR
decisions alter the power flow, thereby lowering power losses
across these branches. Furthermore, the decreased power losses
lead to reduced generation costs.

3) Comparison of the SDA With Different Methods: Fig. 6
shows the comparative results of optimal reconfiguration solu-
tions in terms of the SOCP [8], HSA [17], PSO [18], GA [21],
SOE [19], IBE [16], DA [20], PGA [29], and SDA. Note that
SDA and PGA are parallel-solving methods, whereas SOCP,
HSA PSO, GA, SOE, IBE, and DA are centralized-solving
methods. Through performing all these methods in the same
computing environment, the same strategies are obtained by
the SOCP, SOE, IBE, and SDA. However, the power losses
calculated by the SOCP method are smaller compared to those
obtained by the SOE, IBE, and SDA. This discrepancy arises
because the SOCP method employs convex relaxation, leading
to an underestimation of the actual power losses. Therefore,
the true minimum power losses are 139.55 kW. Additionally,
there are different solutions for HSA, PSO, GA, DA, and PGA
because these heuristic algorithms incorporate randomness in
their solving processes. As a result, these algorithms may not
always converge to a globally optimal solution within their
iteration limits.

Regarding the computation time, SOCP, HSA, PSO, GA,
SOE, IBE, DA, and PGA are more time-consuming than SDA,
which takes 0.63 s (0.15 s for the calculation time of NR and

Fig. 7. NR results of the IEEE 33-bus DN under different percentages
of load.

0.48 s for the merging model). Because solving the NR problem
is divided into multiple independent calculation tasks by the
loop-oriented network partition, and these tasks are finished in
parallel. Additionally, loop-oriented network partitioning is a
lightweight computing process. Although the PGA is conducted
in parallel, it focuses only on the parallel implementation of the
algorithm, ignoring the characteristics of the NR problem.

4) Sensitivity Analysis of the SDA: Considering both peak
and off-peak load conditions, a sensitivity analysis of the SDA
is conducted based on different load percentages. The 100%
load level is referred to as the normal load. Peak load refers
to load levels greater than 100%, while off-peak load refers to
levels below 100% . To evaluate the robustness of the solution
algorithm in terms of optimality, the SOE is also applied to solve
the NR problem under these varying load conditions. As shown
in Fig. 7, the SDA consistently achieves power losses no greater
than those obtained by the SOE across all load conditions.
Power losses increase with a higher percentage of load, which
is expected due to the increased load flow. Additionally, the
computation time of SDA remains nearly constant and is shorter
than that of SOE, demonstrating the robustness and efficiency
of the proposed SDA.

B. Case II: IEEE 119-Bus DN

1) Reconfiguration Solutions: The proposed SDA is applied
to the IEEE 119-bus DN to demonstrate its effectiveness in a
large-scale network. The IEEE 119-bus DN contains 15 loops,
resulting in 15 different equivalent networks through the loop-
oriented network partition model. Then, the reconfiguration
models of these equivalent networks are solved in parallel to
obtain their NR solutions. Next, merge and correct these NR so-
lutions. Finally, the optimal reconfiguration solution is obtained,
i.e., opening switches on branches 44 → 45, 25 → 26, 23 →
24, 45 → 56, 52 → 53, 61 → 62, 41 → 42, 95 → 100, 74 →
75, 77 → 78, 101 → 102, 86 → 113, 89 → 110, 114 → 115,
and 35 → 36. Implementing the NR decision can reduce power
losses by 34% and significantly lower generation costs compared
to the scenario without optimization (i.e., with all tie switches
open). This is because the altered power flow from the NR
decision decreases power losses across the branches.

2) Comparison of the SDA With Different Methods: The per-
formance of SDA is compared with other existing methods, with
the results presented in Fig. 8. Due to the increased number of
switches and loops in the IEEE 119-bus DN, the SOCP method
struggles to find the optimal solution within an acceptable time
range in the current computing environment. This limitation

Authorized licensed use limited to: Columbia University Libraries. Downloaded on August 09,2025 at 01:55:33 UTC from IEEE Xplore.  Restrictions apply. 



5124 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 21, NO. 7, JULY 2025

Fig. 8. NR results of the IEEE 119-bus DN obtained by different meth-
ods.

Fig. 9. NR results of the IEEE 119-bus DN under different percentages
of load.

indicates the poor scalability of the SOCP method, and therefore,
its results are not included in Fig. 8. The minimum power losses
(i.e., 853.58 kW) are obtained by the SOE and SDA. Suboptimal
solutions with higher power losses are obtained using HSA,
PSO, GA, IBE, and DA. Additionally, the computation time
of the SDA is the lowest, i.e., 31.76 s, in which the reconfigu-
ration takes 4.12 s and the merging model takes 27.64 s. Other
heuristic methods do not reduce the expanding solution space
of the NR problem as network size increases, leading to longer
computation times. Considering both solution optimality and
computation time, the scalability of other methods is inferior to
that of the proposed SDA.

3) Sensitivity Analysis of the SDA: Similar to the sensitivity
analysis conducted on the IEEE 33-bus DN, a similar study is
performed on the IEEE 119-bus DN, with the results shown in
Fig. 9. It is evident that the power losses obtained by the SDA are
consistently no greater than those from the SOE under different
load conditions. Since a larger percentage of load results in
increased load flow, power losses also rise with the increase of
load. Moreover, the time required by SDA to solve NR problems
remains nearly constant across different load conditions and
is shorter than that of SOE. Based on this analysis, the SDA
proves to be a robust algorithm for solving the NR problem
under varying load conditions.

C. Discussions

1) Effectiveness: According to the abovementioned case
studies, the proposed SDA obtains the optimal strategy with
minimum power losses, ensuring the optimality of the NR

problem. For computation time, the SDA reduces computation
time by 70% compared to heuristic algorithms such as HSA,
PSO, GA, SOE, IBE, DA, and PGA when solving NR problems.
The proposed SDA divides the large-scale DN into multiple
smaller-scale equivalent networks, reducing the solution space
and difficulties. The NR problem of equivalent networks can be
solved in parallel. While computation time increases for large-
scale networks due to more switches and loops, the SDA still
outperforms other methods. Additionally, the computation time
can be further reduced with more computing resources available
for parallel computing tasks. In conclusion, the proposed SDA
is highly effective in solving NR problems.

2) Scalability: The challenges of solving NR problems of
large-scale networks are the increased number of loops, variables
(switches’ actions), and constraints, which prolong computa-
tion time and even lead to the failure of some algorithms in
identifying the optimal strategy. The proposed SDA addresses
this difficulty by dividing the original high-dimensional opti-
mization problem into multiple low-dimensional optimization
problems, reducing the complexity of solving NR problems in
large-scale networks. These low-dimensional problems can be
solved in parallel, further shortening computation time. Addi-
tionally, when applying the SDA to solve the NR problem for the
IEEE 119-bus DN, we find that the computation time remains at
the second-level scale. Successfully and quickly solving the NR
problem for the IEEE 119-bus DN demonstrates the scalability
of the SDA.

3) Feasibility: In a practical environment, the SDA can be
implemented in the existing infrastructure of the smart grid.
For example, the distributed system operator (DSO) is gener-
ally in charge of the operation of the whole DN, which can
implement the NR. With this computation capacity, the loop-
oriented network partition model can be performed to obtain
many different equivalent networks, and then those equivalent
networks can be separated into different cores of their com-
putation resources. Each core can perform the reconfiguration
in parallel and then obtain the optimal reconfiguration solution
of the original DN through the merging model. If the DSO’s
computation resources are full, the structure information of the
equivalent networks can be broadcasted to each feeder termi-
nal unit (FTU) to perform the reconfiguration with a smaller
solution space, and then the merging model can be performed
in the DSO. Only several bytes of data are exchanged in the
NR process between DSO and FTUs, which can be easily
realized. In this study, the SDA is implemented by a computer
(e.g., in the DSO) with Intel Core i7-8650U CPU 1.90 GHz,
16 GB memory, and MATLAB 2022a is used as the testing
environment. The reconfiguration is parallelly conducted in the
different cores of the computer through the Parfor function of
MATLAB.

4) Robustness: The sensitivity analysis conducted on the
IEEE 33-bus and 119-bus DNs demonstrates that the proposed
SDA consistently finds the optimal strategy with minimum
power losses across varying load conditions. This finding shows
the robustness of the proposed SDA in terms of optimality. Fur-
thermore, the variation in computation time required by the SDA
to solve the NR problem in different load conditions is small.
This further emphasizes its robustness in terms of efficiency.
In summary, the proposed SDA exhibits strong robustness in
solving NR problems within dynamic environments.
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V. CONCLUSION

In this article, a novel SDA is proposed to achieve parallel
NR, in which the NR problem is allocated into three tasks:
loop-oriented network partition, solving the NR problem of
equivalent networks, and merging. Case studies are conducted
on the IEEE 33-bus and 119-bus DNs. Through the loop-oriented
network partition model, 5 and 15 equivalent networks are
obtained from two DNs, respectively. Their optimal strategies
are obtained by solving NR problems of equivalent networks and
merging equivalent networks’ solutions. Compared to heuristic
algorithms such as HSA, PSO, GA, SOE, IBE, DA, and PGA,
the SDA reduces computation time by 70% for solving the NR
problem while maintaining the optimality of strategies. To sum
up, the proposed SDA demonstrates superior performance in
solution optimality, computation time, and robustness.

Additionally, quickly obtaining optimal NR strategy can help
mitigate issues arising from significant load forecast errors,
which cause the DN to deviate from its optimal operational state.
However, the effectiveness of the SDA depends on complete
information about the DN, including network topology, branch
impedance, and nodal power. It is difficult for the SDA to solve
the reconfiguration problem of the DN with incomplete informa-
tion. In future work, we will develop innovative methods to solve
the NR problem by incorporating state estimation techniques
or machine learning approaches, enabling effective handling of
scenarios with incomplete information.
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